Assignment 7

The Major Miners

5 November 2017

## Question 1

### Importing the dataset

optdigits<-read.csv('optdigits.csv',header=TRUE)

## Part a

### Setting seed to 10 and performing k means clustering

set.seed(10)  
fit<-kmeans(optdigits[1:64],10,iter.max=200)  
str(fit)

## List of 9  
## $ cluster : int [1:3823] 6 6 4 1 7 2 1 5 6 10 ...  
## $ centers : num [1:10, 1:64] 0 0 0 0 0 0 0 0 0 0 ...  
## ..- attr(\*, "dimnames")=List of 2  
## .. ..$ : chr [1:10] "1" "2" "3" "4" ...  
## .. ..$ : chr [1:64] "feature1" "feature2" "feature3" "feature4" ...  
## $ totss : num 4602967  
## $ withinss : num [1:10] 208108 217715 183942 318048 210258 ...  
## $ tot.withinss: num 2478719  
## $ betweenss : num 2124248  
## $ size : int [1:10] 263 349 297 441 305 373 385 308 719 383  
## $ iter : int 4  
## $ ifault : int 0  
## - attr(\*, "class")= chr "kmeans"

#Matrix that records the number of instances of digits in each cluster  
#Rows denote the cluster number  
#Columns denote the digits  
#fit$cluster has the cluster that each row belongs to  
k<-matrix(nrow=10,ncol=10,0)  
for(i in 1:length(fit$cluster))  
{  
 k[fit$cluster[i],optdigits$digit[i]+1]<-k[fit$cluster[i],optdigits$digit[i]+1]+1  
 #optdigits$digit[i]+1 as it is indexed from 1 and digits start from 0  
}  
#The digits are from 0-9  
colnames(k)<-c(0:9) #c(c())?  
d<-vector()  
#Labelling each cluster with the digit which has the maximum number of instances in it  
for(i in 1:nrow(k))  
{  
 d[i]<-which.max(k[i,])-1  
}  
rownames(k)<-d  
print(rownames(k))

## [1] "1" "2" "1" "7" "5" "0" "6" "4" "3" "8"

print(k)

## 0 1 2 3 4 5 6 7 8 9  
## 1 1 113 0 5 30 6 0 6 5 97  
## 2 0 15 329 5 0 0 0 0 0 0  
## 1 0 250 0 2 6 0 3 5 29 2  
## 7 0 0 4 10 29 0 0 373 1 24  
## 5 0 1 0 4 7 289 0 0 3 1  
## 0 373 0 0 0 0 0 0 0 0 0  
## 6 1 1 1 0 4 1 373 0 4 0  
## 4 1 0 0 0 306 0 1 0 0 0  
## 3 0 9 19 346 0 80 0 0 9 256  
## 8 0 0 27 17 5 0 0 3 329 2

### Part b

#Part 2  
#the first cluster has 113 1s and 97 9s. It's close.  
#The cluster is cluster 1  
count<-1  
for(i in 1:length(fit$cluster))  
{  
 if(fit$cluster[i]==1)  
 {  
 d[count]<-i  
 count<-count+1  
 }  
}  
#New matrix containing only the rows that got clustered into cluster 1  
newopt<-optdigits[d,]  
#Hierarchical Clustering  
clusters<-hclust(dist(newopt[1:64]))  
  
plot(cutree(clusters, k = 2)) #can choose number of branches or cut height

![](data:image/png;base64,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)

memships = cutree(clusters, k = 2)  
cluster1 = subset(newopt, memships==1)  
cluster2 = subset(newopt, memships==2)  
table(cluster1$digit)

##   
## 0 1 3 4 5 7 8 9   
## 1 2 5 25 6 2 2 96

table(cluster2$digit)

##   
## 1 4 7 8 9   
## 111 5 4 3 1

### Part c

clusnum <- vector()  
clusindex <- vector()  
fit$centers[1,]

## feature1 feature2 feature3 feature4 feature5   
## 0.000000000 0.015209125 0.456273764 4.247148289 11.935361217   
## feature6 feature7 feature8 feature9 feature10   
## 11.817490494 3.615969582 0.197718631 0.000000000 0.376425856   
## feature11 feature12 feature13 feature14 feature15   
## 4.851711027 10.334600760 11.939163498 13.060836502 6.053231939   
## feature16 feature17 feature18 feature19 feature20   
## 0.349809886 0.000000000 2.011406844 9.771863118 10.353612167   
## feature21 feature22 feature23 feature24 feature25   
## 10.840304183 13.072243346 4.631178707 0.110266160 0.000000000   
## feature26 feature27 feature28 feature29 feature30   
## 3.730038023 12.030418251 12.163498099 13.441064639 13.391634981   
## feature31 feature32 feature33 feature34 feature35   
## 3.855513308 0.000000000 0.000000000 2.038022814 6.479087452   
## feature36 feature37 feature38 feature39 feature40   
## 6.825095057 11.448669202 12.874524715 2.182509506 0.000000000   
## feature41 feature42 feature43 feature44 feature45   
## 0.000000000 0.239543726 0.912547529 2.277566540 12.079847909   
## feature46 feature47 feature48 feature49 feature50   
## 10.980988593 0.806083650 0.000000000 0.000000000 0.034220532   
## feature51 feature52 feature53 feature54 feature55   
## 0.368821293 3.866920152 13.657794677 8.806083650 0.828897338   
## feature56 feature57 feature58 feature59 feature60   
## 0.000000000 0.000000000 0.007604563 0.307984791 4.927756654   
## feature61 feature62 feature63 feature64   
## 10.916349810 7.182509506 1.159695817 0.000000000

#fit$centers[1,] is the set of centers for the first cluster. There are 10 clusters.  
#Load test data  
  
test<-read.csv('optdigits\_test.csv',header=TRUE)  
for(i in 1:nrow(test)){  
 distance = .Machine$integer.max  
 for(j in 1:10){ #there are 10 clusters  
 if(dist(rbind(test[i,2:ncol(test)], fit$centers[j,])) < distance){  
 distance = dist(rbind(test[i,2:ncol(test)], fit$centers[j,]))  
 clusnum[i] = rownames(k)[j]  
 clusindex[i] = j  
 }  
 }  
}  
#clusnum refers to the digit that matches the input  
#imagenumber is the index of the image in the test data  
print(clusnum)

## [1] "3" "1" "0" "1" "2" "7" "4" "5" "6" "8" "3" "0" "1" "2" "3" "4" "5"  
## [18] "6" "7" "8"

imagenumber = c(1:20)  
result = data.frame(imagenumber, clusnum, clusindex)  
print(result)

## imagenumber clusnum clusindex  
## 1 1 3 9  
## 2 2 1 3  
## 3 3 0 6  
## 4 4 1 1  
## 5 5 2 2  
## 6 6 7 4  
## 7 7 4 8  
## 8 8 5 5  
## 9 9 6 7  
## 10 10 8 10  
## 11 11 3 9  
## 12 12 0 6  
## 13 13 1 1  
## 14 14 2 2  
## 15 15 3 9  
## 16 16 4 8  
## 17 17 5 5  
## 18 18 6 7  
## 19 19 7 4  
## 20 20 8 10

### Part d

#Printing the number of data points present under each label  
length(cluster1$digit) #139 numbers

## [1] 139

length(cluster2$digit) #124 numbers

## [1] 124

cluster1$clusternumber = seq(0,0,length = nrow(cluster1))  
cluster2$clusternumber = seq(0,0,length = nrow(cluster2))  
#cluster1 is mostly 9  
#cluster2 is mostly 1  
#add the cluster number and merge them  
for(row in 1:nrow(cluster1)){  
 cluster1[row,"clusternumber"] = 1;  
}  
for(row in 1:nrow(cluster2)){  
 cluster2[row,"clusternumber"] = 2;  
}  
  
final = rbind(cluster1, cluster2)  
  
#We observe that two images, the 4th and the 13th, were classified into cluster 1. They are the test dataset. We predict clusindex for them.  
testdata = test[c(4,13),] #the ones classified to clusindex 1  
traindata = test[-c(4,13),] #the ones that weren't  
test\_labels = clusindex[c(4,13)]  
train\_labels = clusindex[-c(4,13)]  
library(class)  
knnpredicted<-knn(traindata,testdata,cl = train\_labels,k=7,prob=TRUE)  
table(knnpredicted)

## knnpredicted  
## 2 3 4 5 6 7 8 9 10   
## 0 0 0 0 0 0 0 2 0

## Question 2

### Importing the dataset and modifying it to make it suitable for computation

hwr<-read.csv('handwriting\_recognition.csv',header=TRUE)  
hwr<-hwr[rep(row.names(hwr),hwr$Freq),]  
hwr<-hwr[,c(2:4)]

### Association rules with default settings

default<-apriori(hwr,control=list(verbose=FALSE))  
default\_dt<-as.data.frame(data.table(lhs=labels(lhs(default)),rhs=labels(rhs(default)),quality(default)))  
default\_dt<-default\_dt[,c(1:5)]  
print(default\_dt)

## lhs rhs  
## 1 {Profession=Engineer} {Gender=Male}  
## 2 {Profession=Teacher} {Recognition=Unrecognized}  
## 3 {Profession=Artist} {Gender=Male}  
## 4 {Recognition=Recognized,Profession=Artist} {Gender=Male}  
## support confidence lift  
## 1 0.1237296 0.9572650 1.610026  
## 2 0.1475917 0.9355742 1.528116  
## 3 0.1822802 0.8842444 1.487213  
## 4 0.1131242 0.8519135 1.432836

### Association rules for the remaining parts

rules<-apriori(hwr,parameter = list(support=0.001, confidence=0.001),control=list(verbose=FALSE))

### Subquestion 1

###{Artist,Female}=> Recognized

part1<-subset(rules, lhs %ain% c("Profession=Artist","Gender=Female") & rhs %ain% c("Recognition=Recognized"))  
part1\_dt<-as.data.frame(data.table(lhs=labels(lhs(part1)),rhs=labels(rhs(part1)),quality(part1)))  
part1\_dt<-part1\_dt[,c(1:5)]  
print(part1\_dt)

## lhs rhs support  
## 1 {Gender=Female,Profession=Artist} {Recognition=Recognized} 0.01966416  
## confidence lift  
## 1 0.8240741 2.125219

### Subquestion 2

### {Engineer}=>Male

part2<-subset(rules,lhs %ain% c("Profession=Engineer") & rhs %ain% c("Gender=Male"))  
part2<-part2[1]  
part2\_dt<-as.data.frame(data.table(lhs=labels(lhs(part2)),rhs=labels(rhs(part2)),quality(part2)))  
part2\_dt<-part2\_dt[,c(1:5)]  
print(part2\_dt)

## lhs rhs support confidence lift  
## 1 {Profession=Engineer} {Gender=Male} 0.1237296 0.957265 1.610026

### Subquestion 3

### {Actor,Recognized} => Female

part3<-subset(rules,lhs %ain% c("Profession=Actor","Recognition=Recognized") & rhs %ain% c("Gender=Female"))  
part3\_dt<-as.data.frame(data.table(lhs=labels(lhs(part3)),rhs=labels(rhs(part3)),quality(part3)))  
part3\_dt<-part3\_dt[,c(1:5)]  
print(part3\_dt)

## lhs rhs support  
## 1 {Recognition=Recognized,Profession=Actor} {Gender=Female} 0.04463102  
## confidence lift  
## 1 0.6273292 1.547298

### Subquestion 4

### {Doctor,Male} => Unrecognized

part4<-subset(rules,lhs %ain% c("Profession=Doctor","Gender=Male") & rhs %ain% c("Recognition=Unrecognized"))  
part4\_dt<-as.data.frame(data.table(lhs=labels(lhs(part4)),rhs=labels(rhs(part4)),quality(part4)))  
part4\_dt<-part4\_dt[,c(1:5)]  
print(part4\_dt)

## lhs rhs support  
## 1 {Gender=Male,Profession=Doctor} {Recognition=Unrecognized} 0.0304905  
## confidence lift  
## 1 0.7225131 1.180113